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D)

Deep learning & Neural networks (NN)

* Deep learning — successive layers of representations
stacked on top of each other

* The model used for this is called a neural network
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D)

How a neural network (NN) works?

-

Layer
I \Ot..
imiser
Layer — P T
v
Loss
Layer T

Predictions
Targets (Y’
(v)

M Data Science Campus Dubai EXPO 2020




D)

Loss and Loss Functions

« Cross Entropy Loss/Negative Log Likelihood:

 Mean Squared Error Loss Function:

 Mean Absolute Percentage Error:

N 1/; : entries in the prediction vector Ij

L(O) == ii-log(y,)

=0 Yi : entries in the ground truth label 7/

1 N Ui : entries in the prediction vector v

Yi : entries in the ground truth label ',lj'
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Introduction to Tensors

A tensor is an N-dimensional array of data

Hark = Hark e |

Operations with tensors — Addition, Dot product, broadcast etc.

For Tensor Algebra: https://rb.gy/69fpjd
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Frameworks for deep learning

O PyTorch
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D)

GPU Accelerators and Cloud Services

Libraries for accelerated data science — DL frameworks, Rapids, etc.
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D)

A NN classification example
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An example of simple
fully connected NN
classifying human

activities from a
accelerometers

(pyTorch version):
https://rb.gy/6bngnu




The importance of ETL and feature engineering

 Are there gaps in the data?

* |Is the dataset imbalanced?

* Are you feeding the right data types to the model?

* Are you using the right range for the input variables?

* |s it possible to extract features that will help the model?

* How are you planning to evaluate the performance of the
model?
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The importance of model performance metrics

» Accuracy — not entirely appropriate for unbalanced
data and not handy if we are interested in a single
class (TP+TN)/(P+N)

* Precision: TP/(TP+FP)

* Recall: TP/(TP+FN)

Predicted ~ Predicted
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D)

Side by side comparison of several ML methods

Please follow:
rb.gy/6bngnu
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https://rb.gy/6bnqnu

D)

Deep learning methods need more training data

Performance
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D)

Is your NN overfitting or underfitting?

Optimal

Test data
/

Underfitting | Overfitting

g
Training data

Prediction error

Model complexi Image from Leslie N. Smith,
P Ity https://arxiv.org/abs/1803.09820
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How to prevent overfitting in neural network?

* Provide more training data / use data augmentation
» Use regularization (L1, L2)

» Use dropout

« Simplify the model

 Early stopping
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Teaser question

* How to know that we have a sufficiently complex model?
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Many different type of neural networks

 CNN

« UNETSs

* Resnet

» Autoencoders/ VAE

* RNN/LSTM/GRU

* GANs

* Transformers (self-attention)
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Generating synthetic UK Census data with GAN

Please follow:
What is a Generative Adversarial network? https//rbgy/Zquyr
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Recommended further reading/watching:
Recent advances in Deep Learning

Please follow:
rb.gy/gtsgwp
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Questions?
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